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Summary: Two main ideas are illustrated in this paper: validating the pairwise comparison process and 
its fundamental scale used in the AHP and the ANP, and validating the network structure used in the ANP.   
The Saaty compatibility index is used to show the closeness of the derived priorities in the validation 
examples to actual values against which we wish to compare them that have been standardized to relative 
form by dividing by their sum.  Such examples encourage one about the validity of the AHP and the ANP 
and its supermatrix as they are applied to real life problems.  
 
1. Introduction 
 
The story that I want to tell you is about using the human mind as a measuring instrument.  We need to be 
able to validate such measures and the best we can do is to compare our results to things for which we have 
measurements.  They are known as tangibles.  We have many examples of such validation of the Analytic 
Hierarchy Process (AHP) in which the reader can see that indeed the mind is a good measuring instrument.  
We shall start by showing two validation examples.  Then we shall move to validation examples for the 
Analytic Network Process, estimating market share for companies.  
 
The AHP/ANP is a descriptive psycho-physical theory that aims to use data from the real world, giving 
back responses to real world decisions in a way that can be compared to the relative values of tangible 
measurements if they are available, and to propose a new way of doing measurement in a way using 
judgments that are used to derive relative values (Saaty, 2000).  Thus the AHP is a descriptive theory rather 
than a prescriptive or normative theory.  Any truly scientific theory should be descriptive.  The physics 
equation that relates the time it takes a particle to fall from a height is descriptive.  In particular, the 
AHP/ANP can be used as a tool for prediction, a basic requirement in science for a theory to be reliable in 
terms of cause and effects.  The AHP is a practical theory and not top-of-the-head guessing wrapped in a 
dictum of rationality.  Its rationality is shown by how accessible it is to the uninitiated and by the fact that it 
has been validated over and over again by showing that it produces expected answers. 
 
The fundamental scale of the AHP is: 1 for equal, 3 for moderately more, 5 for strongly more, 7 for very 
strongly more, and 9 for extremely more with 2, 4, 6, and 8 for intermediate values between.  In the 
fundamental scale, the numbers are absolute numbers meaning how many times more.  When a 3 is entered 
it means 3 times more.  One forms the judgment matrix A  for a given property.  Instead of assigning two 
numbers iw  and  jw and forming the ratio i jw w we assign a single number ( ) /1i jw w  drawn from 

the AHP fundamental scale of absolute numbers to represent the dimensionless ratio i jw w , our estimate 

of the dominance of ia  over ja   with respect to the property.  This is an absolute number representing the 

dominance of  ia  over ja .  The relative scale derived from the matrix represents the overall priorities of 

the alternatives.  The derived scale will reveal what iw and jw  are. By comparing more than two 

alternatives in a decision problem, one is able to obtain better values for the derived scale because of 
redundancy in the comparisons, which helps improve the overall accuracy of the judgments.  This is a 
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central fact about the relative measurement approach. It needs a fundamental scale to express numerically 
the relative dominance relationship.  A person may not be schooled in the use of numbers but still have 
feelings and understanding that enable him or her to make accurate comparisons.  Such judgments can be 
applied successfully to compare stimuli that are not too disparate in magnitude.  If they are far apart, they 
are grouped together through a filtering process into clusters each of which includes homogeneous stimuli. 
By homogeneous we mean fall within specified bounds.  The clusters can be appropriately linked through 
their elements by using a pivot stimulus from a cluster to an adjacent cluster. 

2.  AHP Validation Examples 
In the first of the validation exercises we estimate the relative consumption of beverages showing we can 
make valid estimates with the AHP based on information in our minds that was gained through prior 
experience. Perhaps the best of the AHP examples that requires no prior knowledge is the second one of 
estimating areas.  In it we use our eyes and knowledge of what we mean by area to estimate the relative 
areas of geometric figures.   
 
When the results of a validation exercise are close to numbers that are obtained from some real world 
problem we have succeeded in validating the AHP in this exercise.  If the derived priority vector of 
absolute numbers in relative form is close to the vector derived by actually measuring the areas and 
normalizing them, we can start to build up confidence that the AHP process works. To determine the 
closeness of the AHP results to the actual numbers from real world data use the Saaty compatibility index.   

2.1 Estimation of Relative Consumption of Beverages in the United States 
Here is an example that shows that the scale works well on homogeneous elements of a real life problem.  
A matrix of paired comparison judgments is used to estimate relative beverage consumption in the United 
States.  This exercise was done by a group of 30 people who arrived at a consensus for each judgment.  The 
types of beverages are listed on the left and at the top. The judgment is an estimate of how consumption of 
the drink on the left dominates that of the drink at the top. For example, when the judgment for coffee (row 
label) versus wine (column label) was made, it was thought that coffee is consumed extremely more and a 9 
is entered in the first row and second column position. The value 1/9 is automatically entered in the second 
row and first column position. If the consumption of a drink on the left does not dominate that of a drink at 
the top, the reciprocal value is entered. For example in comparing coffee and water in the first row and 
eighth column position, water is consumed slightly more than coffee and a 1/2 is entered. Correspondingly, 
a value of 2 is entered in the eighth row and first column position.  At the bottom of the Table 1, we see that 
the derived values obtained by computing the principal eigenvector of the matrix and normalizing it and the 
actual values obtained from the pages of the Statistical Abstract of the United States are close. 

Table 1.  Estimating Relative Beverage Consumption. 

Which Drink is Consumed More in the U.S.?
An Example of Estimation Using Judgments

Coffee Wine Tea Beer Sodas Milk Water

Drink
Consumption
in the U.S.

Coffee

Wine

Tea

Beer

Sodas

Milk

Water

1

1/9

1/3

1

2

1

2

9

1

3

9

9

9

9

3

1/3

1

4

5

4

5

1

1/9

1/4

1

2

1

1

1/2

1/9

1/5

1/2

1

1/2

1

1

1/9

1/4

1

2

1

2

1/2

1/9

1/5

1

1

1/2

1

The derived scale based on the judgments in the matrix is:
Coffee Wine Tea Beer Sodas Milk Water
.142 .019 .046 .164 .252 .148 .228
The actual consumption for the year 1998 (from Statistical Abstract of the United States, 
published in 2001) is:

.133 .014 .040 .173 .267 .129 .240
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2.2 Estimate the Relative Areas of Geometric Figures 
Figure 1 shows five figures.  This is a validation exercise for the reader who is invited to apply the paired 
comparison process of the AHP to determine the relative areas of the figures using his or her own 
judgments.  The object is to obtain the relative weights of the entire group.  First one enters one’s 
judgments as to the relative size of each pair of figures in a matrix.  In each comparison the smaller figure 
is used as the unit and one estimates how many times larger the larger one is, using values from the 
fundamental scale of the AHP.   The actual relative values of these areas are A = 0.47, B = 0.05, C = 0.24, 
D = 0.14, and E = 0.09.  If there is no computer available for computing the principal eigenvector of the 
matrix that contains the derived priorities, a shortcut is to assume it is consistent, normalize each column 
and then take the average of the corresponding entries in the columns to obtain the priority vector.   
 
 
 

 
Figure 1.  Estimate the Relative Areas of these Figures using AHP. 

2.2 The Saaty Compatibility Index 

The theory itself provides us with a compatibility index.  We denote by ( )ix x= , and ( )jy y=  

respectively the derived and actual scale vectors, and by ijc c=  where ijc  is obtained as the Hadamard or 

element-wise product ( / )( / )ij i j j ic x x y y= of one matrix of ratios of the two scales and the transpose of 

the other matrix of ratios.  We then sum the elements of C and divide by n2 to obtain 1.016 or .016 for 
deviation from the perfect consistency of the two ratios. This number is much less than the bound 0.1 on 
inconsistency and incompatibility. 
 
The question remains about the measurement of intangibles.  How can one be sure that an expert who is 
versatile in a certain area including several intangible criteria gives reliable judgments?  One of the best 
examples to validate the interaction of intangible criteria for which we have a method of validation is 
market share.  In it we include no measurements, yet we can check the validity of the process by finding out 
the dollar share of the companies involved.  Even if all criteria were tangible we would still need the 
AHP/ANP to compare them and trade them off against each other to synthesize a multi-criteria outcome. 
 
I would like to emphasize that multi-criteria measurement is not very useful when one includes irrelevant 
factors like comparing a stone with an apple according to taste, or forgetting to include relevant and 
important factors, like other fruits to compare with the apple.  That is why including a network of elements 
tends to correct such deficiencies by including all that one can think of that has bearing on a decision even 
though no single factor may be the precise one because what we perceive and what is happening out there 
are separate things. 
 
Our next set of examples involves constructing a network of clusters and elements that influence each other 
to determine the relative market share of companies using the ANP (Saaty, 2001).  We have chosen market 
share estimations for ANP validation examples because money is a tangible measure that is earned due to a 
number of intangible physical and behavioral criteria that are intangible that affect the relative standing of a 
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company against its competitors and thus earns it’s share of the money in that market.  What is impressive 
here is that the validation includes many criteria that are intangible whose collective interaction leads to a 
net outcome that can be compared against a tangible known measure such as dollars or number of 
members.  It is hardly possible to steer the results because of the complexity involved and the many 
judgments that must be made.  It has been suggested that to go beyond this example, one could, for 
example, determine the relative needs of the sectors of a society and validate by comparing the budget 
allocation of a country.  In that case, we would have several criteria similar to market share involved in 
determining the benefits, opportunities, costs and risks and their final synthesis would be a complicated 
multi-level decision studied by the ANP. 
 
To create an ANP market estimation model, it helps to be an expert in the topic, because you must draw on 
your accumulated knowledge.  Over the past several years tens of examples of market share models have 
been done by students with remarkably good results.  The subjects have covered such areas as athletic 
footwear, beverages such as soft drinks and beers, cell phones in Europe, cereals, hotels, household 
vehicles, internet providers in Korea,  health insurance companies in Chile, pizza chains, rental cars, toy 
retailers, specialty clothing retailers, golf ball manufacturers, telecom companies in Brazil, and world share 
of energy consumption by continent among others.  The results have been surprisingly good in many cases.  
The ability to get good results seems to depend more on the close familiarity of the person creating the 
model with the topic than it does on modeling skills.  Many of these market share models are included with 

the sample models in the SuperDecisions software (Creative Decisions Foundation, 2003). 
 
3.  ANP Validation Examples -Astounding Results by Only Considering the Influence of Intangibles 
 
The object of this exercise is to try to determine the relative market share of competitors in a particular 
business, or endeavor, by considering what affects market share in that business and creating a structure of 
clusters, nodes and influence links.  The decision alternatives in such a model are the competitors and the 
results give their relative dominance.  The results can then be compared against some outside measure such 
as dollars.  If dollar income is the measure being used, the incomes of the competitors must be normalized 
to get their relative share for comparing with the model results. 
 
An ANP model consists of a network of clusters and nodes. Determine the clusters that you think capture 
the essence of the business.  These might be such things as customers, service, economics, advertising, and 
quality of goods.  Then determine what nodes belong in the clusters and enter them.  For example, the 
customers cluster might include nodes for the age groups of the people that buy from the business: 
teenagers, 20-33 year olds, 34-55 year olds, 55-70 year olds, and over 70.  Examine each node in turn and 
link it to the other nodes in the model that influence it.  These nodes will then be pairwise compared with 
respect to the first node as a “parent” node.  When a node in a cluster is linked to nodes in another cluster, 
an arrow automatically appears going from the first cluster to the second.  When a node is linked to nodes 
in its own cluster, the arrow becomes a loop on that cluster. 
 
The linked nodes in a given cluster are pairwise compared for their influence on the node they are linked 
from (the parent node) to determine the priority of their influence on the parent node.  Comparisons are 
made as to which is more important to the parent node in capturing “market share”.  These priorities are 
then entered in the supermatrix for the network.   
 
The clusters are also pairwise compared to establish their importance with respect to each cluster they are 
linked from, and the resulting matrix of numbers is used to weight the components of the supermatrix to 
give the weighted supermatrix.  This is then raised to powers until it converges.  The synthesized results 
give the relative market share of the competitors. 
 
If comparison data in terms of sales in dollars, or number of members, or some other known measure are 
available, one can then construct a compatibility index showing how close the ANP estimated result is to 
the known measure.  
 
We will give three examples of market share estimation showing details of the process in the first example 
and showing only the model and its results in the second and third examples. 
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2.1  Estimating the Relative Market Share of Mass Merchandisers Walmart, Kmart and Target  
The ANP model for estimating the relative market share of the mass merchandisers Walmart, KMart and 

Target using the SuperDecisions software is shown below in Figure 2. 
 
 

 
Figure 2.  The ANP Model for Estimating the Relative Market Share of Walmart, Kmart and Target. 

An ANP model consists of clusters containing elements.   The clusters in this case include the alternatives, 
advertising, locations, customer groups, characteristics of store and merchandise.  The elements in the 
clusters are Walmart, KMart and Target in the Alternatives cluster, Urban, Suburban and Rural in the 
Locations cluster, and so on as you can see in Figure 2.   
 
Clusters are linked by an arrow whenever one element in the first cluster is linked to several elements in a 
second cluster.  This forms the familiar pairwise comparison group of the AHP with the elements in the 
second cluster being compared with respect to the element in the first cluster for dominance with respect to 
it or influence on it.   When at least one such link exists between clusters they are shown connected by an 
arrow in the software.  This is termed outer dependence.   The parent element may be linked to elements in 
more than one cluster and even to elements in its own cluster.  When this occurs it is termed inner 
dependence.   Each element in a cluster has the possibility of being a parent, and of having “children” in 
several other clusters.  For each of the pairwise comparison groups judgments are made and the priority 
vector determined.  All such priority vectors are organized in the unweighted supermatrix of the network.  
The unweighted supermatrix is transformed by the matrix of cluster priorities into a column stochastic 
matrix called the weighted supermatrix.    
 
Remark: Raising this matrix to powers represent interactions along paths of length equal to the power of 
the matrix.  It is known that the maximum eigenvalue of a matrix lies between its largest and smallest 
column sum.  The sum of each column of the weighted supermatrix is equal to one and thus its largest 
eigenvalue is equal to one.  By referring to the representation of functions of a matrix (here its powers) in 
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terms of its spectral decomposition in terms of powers of its eigenvalues, we learn that powers of the matrix 
only converge if the modulus of its largest eigenvalue is equal to one.  Because all other eigenvalues are 
smaller than the largest one which is equal to one, their powers converge to zero. Thus the only chance for 
a finite set of priorities is when the principal eigenvalue is either equal to one, or is a complex root of one.  
By Cesaro summability to capture the average sum of interactions for different powers of the weighted 
supermatrix is the same as taking the limiting powers of the matrix itself.  That is what we do here. 

The Unweighted Supermatrix  
The unweighted supermatrix is constructed of the priorities derived from the pairwise comparison groups.  
The elements, grouped by the clusters they belong to, are the labels of the rows and columns of the 
supermatrix.  The column for a node a contains the priorities of the nodes that have been pairwise 
compared with respect to a in its role as a parent element.  The model’s supermatrix is shown in Table 2. 

Table 2.  The Unweighted Supermatrix, Displayed in Two Parts. 

Part 1.  

 

Part II. 
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The Cluster Matrix  
The cluster matrix is used to weight the components of the unweighted supermatrix and it is constructed by 
comparing the importance of the clusters.  A component in the supermatrix is all the entries in a cell such as 
the A cluster impacts another cluster when it is linked from it, that is, when some node in the first cluster is 
connected to some nodes in the target cluster.   A cluster is selected and the clusters linked from it are 
pairwise compared for importance, resulting in the column of priorities for that cluster.  This is done for 
each cluster in the network and the final result is the cluster matrix shown in Table 3.  An interpretation 
from the numbers in column 1 is that the Merchandise cluster (0.442) and the Locations cluster (0.276) 
have the most impact on the Alternatives cluster, that is, on  Walmart, KMart and Target. 

Table 3.  The Cluster Matrix used to Weight the Unweighted Supermatrix. 

 

Weighted Supermatrix 
The weighted supermatrix shown in Table 4 is obtained by multiplying a number from the cluster matrix 
times each number in the corresponding component in the unweighted supermatrix.  For example the 
(1Alternatives, 1Alternatives) number, 0.137180, in the cluster matrix in Table 3, is multiplied times each 
number in the corresponding component in the unweighted supermatrix shown in Table 2 to yield the 
numbers in the weighted supermatrix shown in Table 4.  The weighted supermatrix is stochastic; that is, 
each column in Table 4 sums to 1.  
 

 
Figure 3.  The (Alternatives, Alternatives) Component in the Unweighted Supermatrix. 
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Figure 4.  The (Alternatives, Alternatives) Component in the Weighted Supermatrix. 

A blownup view of this is shown in Figure 3 and Figure 4.  All the values in the component shown in 
Figure 3 are multiplied by 0.137180, the value in the corresponding (1,1) position in the cluster matrix, to 
yield the values in Figure 4. 

Table 4.  The Weighted Supermatrix Displayed in Two Parts. 

Part I. 
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Part II. 

 
 

Limiting Supermatrix 
The limiting supermatrix shown in Table 5 is obtained from the weighted supermatrix by raising it to 
powers until it converges.  All columns in the limiting supermatrix are identical. 

Table 5.  Limiting Supermatrix 

Part I. 
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Part II. 

 
 

Synthesized Results 
The relative market shares of the alternatives, 0.599, 0.248 and 0.154 are displayed as synthesized results in 

the SuperDecisions software, shown in Figure 5.  These results are obtained from the Limiting 
Supermatrix shown in Table 5.  First note that all columns in this supermatrix are identical.  The Raw 
results for Walmart, Kmart and Target are the first three numbers in column 1: 0.05696, 0.02356 and 
0.01465.  These are the values in the third column in Figure 5 that are labeled Raw.   These numbers are 
normalized to yield the Normalized values shown in the middle column.  The Idealized values are obtained 
from either the Raw or Normalized values by dividing each number in the column by the largest number in 
that column. 
 
 

 
Figure 5.  The Synthesized Results Showing the Relative Market Share of the Competitors. 
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Comparing ANP Results with Actual Relative Market Share of Walmart, KMart and Target  
This exercise was to estimate the market share of Walmart, Kmart, and Target.   At the time it was done, in 
early 2001, the latest sales data available were for mid-July, 1998.  The sales dollars of the three mass 
merchandisers, as reported in the Discount Store News, July 13, 1998, p.77, were $58, $27.5 and $20.3 
billions of dollars respectively.  Normalizing yields actual relative market share values of 54.8, 25.9 and 
19.2.  The Saaty Compatibility Index was computed and found to be 1.016.  This index is used to evaluate 

the closeness of the Normals results shown in Figure 5 from the SuperDecisions software to the 
normalized actual dollar values.  The closer the index to 1, the better the results estimated using ANP. 
 
Competitor ANP Results Actual Market Share 
Walmart 59.8 54.8 
Kmart 24.8 25.9 
Target 15.4 19.2 
 Saaty Compatibility Index 1.016 

The Saaty Compatibility Index for the ANP 
The value of the Saaty Compatibility Index for the example above was 1.016.  It is computed as follows: 
construct a reciprocal pairwise matrix from the actual market share and multiply times the transpose of the 
matrix constructed from the estimated market share using the Hadamard method of matrix multiplication. 
Using this method one multiplies the elements together that are in the corresponding positions in the 
matrices, that is, multiply the aij element in the first matrix A times the bij element in the second matrix B 
rather than doing the usual row times column and summing method of matrix multiplication.  Add across 
each row of the resulting matrix to get a vector.  Add together the elements of this vector and divide the 
resulting number by n2 where n is the order of the matrix, 3 in this case.  The closer the resulting number is 
to 1, the closer the estimated values derived using the ANP to the actual market share.   This is easy to see 
for if the matrix from the ANP market share estimation is identical to the matrix of the market share 
relative data, then the resulting matrix has all 1’s, each row sum is n and as there are n rows this yields n × 
n  or n2. 

2.2  Estimating Relative Market Share of Eight Airlines 
An ANP model to estimate the relative market share of eight American Airlines is shown in Figure 6.  The 
synthesized results from the model are shown in Figure 7 below and the comparison with the actual market 
share is shown in Table 6. 
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Figure 6.  ANP Network to Estimate Relative Market Share of 8 US Airlines. 

 
 

 
Figure 7.  Synthesized Results for Airline Market Share 
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Table 6.  Comparing Model Results with Actual Market Share Data 

                    
   

Model Results Actual Market Share 
(yr 2000) 

American  23.9 24.0 
United  18.7 19.7 
Delta   18.0 18.0 
Northwest  11.4 12.4 
Continental  9.3 10.0 
US Airways  7.5 7.1 
Southwest  5.9 6.4 
American West 4.4 2.9 
 Compatibility Index 1.0247  

 

3.  Conclusion 
In this paper we have shown that the AHP can be validated by constructing a pairwise comparison matrix 
of judgments on objects that have some physical property for which a scale exists and that we can come 
close to the relative values of those objects as determined using the scale by expressing judgments in a 
pairwise comparison matrix and deriving the priority vector. 
 
We have also shown that the ANP can be validated with market share examples using simple network 
models that include the factors relevant to market share in that area.  The results from the model can then 
be compared to market share as measured by data such as income in dollars. 
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